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1. Introduction

Multisensor data fusion is a technology to enable combining
information from several sources in order to form a unified picture.
Data fusion systems are now widely used in various areas such as
sensor networks, robotics, video and image processing, and intelli-
gent system design, to name a few. Data fusion is a wide ranging
subject and many terminologies have been used interchangeably.
These terminologies and ad hoc methods in a variety of scientific,
engineering, management, and many other publications, shows
the fact that the same concept has been studied repeatedly. The
focus of this paper is on multisensor data fusion. Thus, throughout
this paper the terms data fusion and multisensor data fusion are
used interchangeably.

The data fusion research community have achieved substantial
advances, especially in recent years. Nevertheless, realizing a
perfect emulation of the data fusion capacity of the human brain
is still far from accomplished.

This paper is an endeavor to investigate the data fusion task,
including its potential advantages, challenging aspects, existing
methodologies, and recent advances. In particular, discussion of
the existing data data fusion methods relies on a data-centric
taxonomy, and explores each method based on the specific data-
related challenging aspect(s) addressed. We also present less-
studied issues pertinent to data fusion, and discuss future avenues
of research in this area. While several general [1–3] and specific
[4–8] reviews of the data fusion literature exist; this paper is
intended to provide the reader with a generic and comprehensive
ll rights reserved.
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view of contemporary data fusion methodologies, as well as the
most recent developments and emerging trends in the field. The
bulk of data fusion research has been dedicated to problems asso-
ciated with the first level of the Joint Directors of Laboratories (JDL)
model [3]. As work on low-level fusion becomes well established
and approaches maturity, research on high level fusion tasks is
gaining more attention. A discussion of new developments on high
level fusion methodologies may be insightful; nonetheless, as the
focus of this paper is on low level fusion, such presentation is left
to a future work.

The rest of this paper is organized as follows: in Section 2 pop-
ular definitions, conceptualizations, and purposes, as well as the
major benefits of data fusion, are discussed. The challenging prob-
lems pertaining to performing data fusion are described in Section
3. Section 4 provides a discussion of data fusion methodologies
based on their data treatment approach. In Section 5, various
new avenues of research, as well as emerging trends in the data
fusion community, are provided. Finally, Section 6 presents the
concluding remarks for this paper.

2. Multisensor data fusion

Many definitions for data fusion exist in the literature. Joint
Directors of Laboratories (JDL) [9] defines data fusion as a ‘‘multi-
level, multifaceted process handling the automatic detection,
association, correlation, estimation, and combination of data and
information from several sources.’’ Klein [10] generalizes this
definition, stating that data can be provided either by a single
source or by multiple sources. Both definitions are general and
can be applied in different fields including remote sensing. In
[11], the authors present a review and discussion of many data
fusion definitions. Based on the identified strengths and
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weaknesses of previous work, a principled definition of informa-
tion fusion is proposed as: ‘‘Information fusion is the study of
efficient methods for automatically or semi-automatically trans-
forming information from different sources and different points
in time into a representation that provides effective support for
human or automated decision making’’. Data fusion is a multi-
disciplinary research area borrowing ideas from many diverse
fields such as signal processing, information theory, statistical
estimation and inference, and artificial intelligence. This is
indeed reflected in the variety of the techniques presented in
Section 4.

Generally, performing data fusion has several advantages [12,2].
These advantages mainly involve enhancements in data authentic-
ity or availability. Examples of the former are improved detection,
confidence, and reliability, as well as reduction in data ambiguity,
while extending spatial and temporal coverage belong to the latter
category of benefits. Data fusion can also provide specific benefits
for some application contexts. For example, wireless sensor net-
works are often composed of a large number of sensor nodes,
hence posing a new scalability challenge caused by potential colli-
sions and transmissions of redundant data. Regarding energy
restrictions, communication should be reduced to increase the life-
time of the sensor nodes. When data fusion is performed during
the routing process, that is, sensor data is fused and only the result
is forwarded, the number of messages is reduced, collisions are
avoided, and energy is saved.

Various conceptualizations of the fusion process exist in the lit-
erature. The most common and popular conceptualization of fusion
systems is the JDL model [9]. The JDL classification is based on the
input data and produced outputs, and originated from the military
domain. The original JDL model considers the fusion process in four
increasing levels of abstraction, namely, object, situation, impact,
and process refinement. Despite its popularity, the JDL model has
many shortcomings, such as being too restrictive and especially
tuned to military applications, which have been the subject of sev-
eral extension proposals [13,14] attempting to alleviate them. The
JDL formalization is focused on data (input/output) rather than
processing. An alternative is Dasarathy’s framework [15] that
views the fusion system, from a software engineering perspective,
as a data flow characterized by input/output as well as functional-
ities (processes). Another general conceptualization of fusion is the
work of Goodman et al. [16], which is based on the notion of ran-
dom sets. The distinctive aspects of this framework are its ability to
combine decision uncertainties with decisions themselves, as well
as presenting a fully generic scheme of uncertainty representation.
One of the most recent and abstract fusion frameworks is proposed
by Kokar et al. [17]. This formalization is based on category theory
and is claimed to be sufficiently general to capture all kinds of fu-
sion, including data fusion, feature fusion, decision fusion, and fu-
sion of relational information. It can be considered as the first step
towards development of a formal theory of fusion. The major nov-
elty of this work is the ability to express all aspects of multi-source
information processing, i.e., both data and processing. Further-
more, it allows for consistent combination of the processing ele-
ments (algorithms) with measurable and provable performance.
Such formalization of fusion paves the way for the application of
formal methods to standardized and automatic development of fu-
sion systems.
3. Challenging problems of multisensor data fusion

There are a number of issues that make data fusion a challeng-
ing task. The majority of these issues arise from the data to be
fused, imperfection and diversity of the sensor technologies, and
the nature of the application environment as following:
� Data imperfection: data provided by sensors is always affected
by some level of impreciseness as well as uncertainty in the
measurements. Data fusion algorithms should be able to
express such imperfections effectively, and to exploit the data
redundancy to reduce their effects.
� Outliers and spurious data: the uncertainties in sensors arise not

only from the impreciseness and noise in the measurements,
but are also caused by the ambiguities and inconsistencies pres-
ent in the environment, and from the inability to distinguish
between them [18]. Data fusion algorithms should be able to
exploit the redundant data to alleviate such effects.
� Conflicting data: fusion of such data can be problematic espe-

cially when the fusion system is based on evidential belief rea-
soning and Dempster’s rule of combination [19]. To avoid
producing counter-intuitive results, any data fusion algorithm
must treat highly conflicting data with special care.
� Data modality: sensor networks may collect the qualitatively

similar (homogeneous) or different (heterogeneous) data such
as auditory, visual, and tactile measurements of a phenomenon.
Both cases must be handled by a data fusion scheme.
� Data correlation: this issue is particularly important and

common in distributed fusion settings, e.g. wireless sensor net-
works, as for example some sensor nodes are likely to be
exposed to the same external noise biasing their measurements.
If such data dependencies are not accounted for, the fusion
algorithm, may suffer from over/under confidence in results.
� Data alignment/registration: sensor data must be transformed

from each sensor’s local frame into a common frame before
fusion occurs. Such an alignment problem is often referred to
as sensor registration and deals with the calibration error
induced by individual sensor nodes. Data registration is of crit-
ical importance to the successful deployment of fusion systems
in practice.
� Data association: multi-target tracking problems introduce a

major complexity to the fusion system compared to the sin-
gle-target tracking case [20]. One of these new difficulties is
the data association problem, which may come in two forms:
measurement-to-track and track-to-track association. The for-
mer refers to the problem of identifying from which target, if
any, each measurement is originated, while the latter deals with
distinguishing and combining tracks, which are estimating the
state of the same real-world target [3].
� Processing framework: data fusion processing can be performed

in a centralized or decentralized manner. The latter is usually
preferable in wireless sensor networks, as it allows each sensor
node to process locally collected data. This is much more effi-
cient compared to the communicational burden required by a
centralized approach, when all measurements have to be sent
to a central processing node for fusion.
� Operational timing: the area covered by sensors may span a vast

environment composed of different aspects varying in different
rates. Also, in the case of homogeneous sensors, the operation
frequency of the sensors may be different. A well-designed data
fusion method should incorporate multiple time scales in order
to deal with such timing variations in data. In distributed fusion
settings, different parts of the data may traverse different routes
before reaching the fusion center, which may cause out-
of-sequence arrival of data. This issue needs to be handled
properly, especially in real-time applications, to avoid potential
performance degradation.
� Static vs. dynamic phenomena: the phenomenon under observa-

tion may be time-invariant or varying with time. In the latter
case, it may be necessary for the data fusion algorithm to incor-
porate a recent history of measurements into the fusion process
[21]. In particular, data fresheness, i.e., how quickly data
sources capture changes and update accordingly, plays a vital



Fig. 1. Taxonomy of data fusion methodologies: different data fusion algorithms can be roughly categorized based on one of the four challenging problems of input data that
are mainly tackled: namely, data imperfection, data correlation, data inconsistency, and disprateness of data form.
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role in the validity of fusion results. For instance in some recent
work [22], the authors performed a probabilistic analysis of the
recent history of measurement updates to ensure the freshness
of input data, and to improve the efficiency of the data fusion
process.
� Data dimensionality: the measurement data could be prepro-

cessed, either locally at each of the sensor nodes or globally at
the fusion center to be compressed into lower dimensional data,
assuming a certain level of compression loss is allowed. This
preprocessing stage is beneficial as it enables saving on the
communication bandwidth and power required for transmit-
ting data, in the case of local preprocessing [23], or limiting
the computational load of the central fusion node, in the case
of global preprocessing [24].

While many of these problems have been identified and heavily
investigated, no single data fusion algorithm is capable of address-
ing all the aforementioned challenges. The variety of methods in
the literature focus on a subset of these issues to solve, which
would be determined based on the application in hand. Our pre-
sentation of data fusion literature is organized according to the
taxonomy shown in Fig. 1. The existing fusion algorithms are ex-
plored based on how various data-related challenges are treated.
4. Multisensor data fusion algorithms

Regardless of how different components (modules) of the data
fusion system are organized, which is specified by the given fusion
architecture, the underlying fusion algorithms must ultimately
process (fuse) the input data. As discussed in Section 3, real-world
fusion applications have to deal with several data related chal-
lenges. As a result, we decided to explore data fusion algorithms
according to our novel taxonomy based on data-related aspects
of fusion. Fig. 1 illustrates an overview of data-related challenges
that are typically tackled by data fusion algorithms. The input data
to the fusion system may be imperfect, correlated, inconsistent,
and/or in disparate forms/modalities. Each of these four main cat-
egories of challenging problems can be further subcategorized into
more specific problems, as shown in Fig. 1 and discussed in the
following.

Various classifications of imperfect data have been proposed in
the literature [25–27]. Our classification of imperfect data is
inspired by the pioneering work of Smets’ [26] as well as recent
elaborations by Dubois and Prade [28]. Three aspects of data
imperfection are considereed in our classification: uncertainty,
imprecision, and granularity.

Data is uncertain when the associated confidence degree, about
what is stated by the data, is less than 1. On the other hand, the
imprecise data is that data which refers to several, rather than only
one, object(s). Finally, data granularity refers to the ability to dis-
tinguish among objects, which are described by data, being depen-
dent on the provided set of attributes. Mathematically speaking,
assume the given data d (for each described object of interest) to
be structured as the following:
object O
 attribute A
 statement S
representing that the data d is stating S regarding the relationship of
some attribute(s) A to some object O in the world. Further assume
C(S) to represent the degree of confidence we assign to the given
statement S. Then, data is regarded to be uncertain if C(S) < 1 while
being precise, i.e., a singleton. Similarly, data is deemed as impre-
cise if the implied attribute A or degree of confidence C are more
than one, e.g. an interval or set. Please note, the statement part of
the data are almost always precise.

The imprecise A or C may be well-defined or ill-defined, and/or,
miss some information. Thus, imprecision can manifest itself as
ambiguity, vagueness, or incompleteness of data. The ambiguous
data refers to those data where the A or C are exact and well-de-
fined yet imprecise. For instance, in the sentence ‘‘Target position
is between 2 and 5’’ the assigned attribute is the well-defined
imprecise interval [25]. The vague data is characterized by having
ill-defined attributes, i.e., attribute is more than one and not a well-
defined set or interval. For instance, in the sentence ‘‘The tower is
large’’ the assigned attribute ‘‘large’’ is not well-defined as it can be
interpreted subjectively, i.e., have different meaning from one ob-
server to the other. The imprecise data that has some information
missing is called incomplete data. For instance, in the sentence ‘‘It
is possible to see the chair’’, only the upper limit on the degree of
confidence C is given, i.e., C < s for some s [29].

Consider an information system [30] where a number of (rather
than one) objects O = {o1, . . . ,ok} are described using a set of attri-
butes A = {V1,V2, . . . ,Vn} with respective domains D1,D2, . . . ,Dn. Let
F = D1 � D2 � � � � � Dn to represent the set of all possible descrip-
tions given the attributes in A, also called the frame. It is possible
for several objects to share the same description in terms of these
attributes. Let [o]F to be the set of objects that are equivalently
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described (thus indistinguishable) within the frame F, also called
the equivalence class. Now, let T # O to represent the target set
of objects. In general, it is not possible to exactly describe T using
F, because T may include and exclude objects which are indistin-
guishable within the frame F. However, one can approximate T
by the lower and upper limit sets that can be described exactly
within F in terms of the induced equivalence classes. Indeed, the
Rough set theory discussed in Section 4.1.5. provides a systematic
approach to this end. In summary, data granularity refers to the
fact that the choice of data frame F (granule) has a significant im-
pact on the resultant data imprecision. In other words, different
attribute subset selections B # A will lead to different frames,
and thus different sets of indiscernible (imprecise) objects.

Correlated (dependent) data is also a challenge for data fusion
systems and must be treated properly (see Section 4.2). We con-
sider inconsistency in input data to stem from (highly) conflicting,
spurious, or out of sequence data. Finally, fusion data may be pro-
vided in different forms, i.e. in one or several modalities, as well as
generated by physical sensors (hard data) or human operators (soft
data).

We believe such categorization of fusion algorithms is benefi-
cial as it enables explicit exploration of popular fusion techniques
according to the specific data-related fusion challenge(s) they tar-
get. Furthermore, our taxonomy is intended to facilitate ease of
development by supplying fusion algorithm designers with an out-
look of the appropriate and established techniques to tackle the
data-related challenges their given application may involve.
Finally, such exposition would be more intuitive and therefore
helpful to non-experts in data fusion by providing them with an
easy-to-grasp view of the field.
4.1. Fusion of imperfect data

The inherent imperfection of data is the most fundamental
challenging problem of data fusion systems, and thus the bulk of
Fig. 2. Overview of theoretical frameworks of imperfect data treatment (note: t
research work has been focused on tackling this issue. There are
a number of mathematical theories available to represent data
imperfection [31], such as probability theory [32], fuzzy set theory
[33], possibility theory [34], rough set theory [35], and Dempster–
Shafer evidence theory (DSET) [36]. Most of these approaches are
capable of representing specific aspect(s) of imperfect data. For
example, a probabilistic distribution expresses data uncertainty,
fuzzy set theory can represent vagueness of data, and evidential
belief theory can represent uncertain as well as ambiguous data.
Historically, the probability theory was used for a long time to deal
with almost all kinds of imperfect information, because it was the
only existing theory. Alternative techniques such as fuzzy set the-
ory and evidential reasoning have been proposed to deal with per-
ceived limitations in probabilistic methods, such as complexity,
inconsistency, precision of models, and uncertainty about uncer-
tainty [32]. We discuss each of these families of data fusion algo-
rithms, along with their hybridizations that aim for a more
comprehensive treatment of data imperfection. Examples of such
hybrid frameworks are fuzzy rough set theory (FRST) [37] and fuz-
zy Dempster–Shafer theory (Fuzzy DSET) [38]. We also describe
the new emerging field of fusion using random sets, which could
be used to develop a unified framework for treatment of data
imperfections [39]. Fig. 2 provides an overview of the aforemen-
tioned mathematical theories of dealing with data imperfections.
On the x-axis, various aspects of data imperfection, introduced in
Fig. 1, are depicted. The box around each of the mathematical the-
ories designates the range of imperfection aspects targeted mainly
by that theory. The interested reader is referred to [29] for a com-
prehensive review of the classical theories of representing data
imperfections, describing each of them along with their inter-
relations.
4.1.1. Probabilistic fusion
Probabilistic methods rely on the probability distribution/den-

sity functions to express data uncertainty. At the core of these
he fuzzy rough set theory is omitted from the diagram to avoid confusion).
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methods lies the Bayes estimator, which enables fusion of pieces of
data, hence the name ‘‘Bayesian fusion’’. Assuming a state-space
representaion, the Bayes estimator provides a method for comput-
ing the posterior (conditional) probability distribution/density of
the hypothetical state xk at time k given the set of measurements
Zk = {z1, . . . ,zk} (up to time k) and the prior distribution, as following

pðxkjZkÞ ¼ pðzkjxkÞpðxkjZk�1Þ
pðZkjZk�1Þ

ð1Þ

where p(zkjxk) is called the likelihood function and is based on the
given sensor measurement model, p(xkjZk�1) is called the prior dis-
tribution and incorporates the given transition model of the system,
and the denominator is a merely a normalizing term to ensure that
the probability density function integrates to one.

One can apply the Bayes estimator each time and update the
probability distribution/density of the system state by fusing
the new piece of data, i.e. zk, recursively. However, both the prior
distribution and the normalizing term contain integrals that can-
not be evaluated analytically in general. Thus, an analytic solution
of the Bayes estimator is occasionally available. Indeed, the well-
known Kalman filter (KF) is an exceptional case of the Bayes filter
with an exact analytical solution due to enforcing simplifying
(and somewhat unrealistic) constraints on the system dynamics
to be linear-Gaussian, i.e. the measurement and motion model
are assumed to have a linear form and be contaminated with
zero-mean Gaussian noise [39]. Nonetheless, the Kalman filter is
one of the most popular fusion methods mainly due to its sim-
plicity, ease of implementation, and optimality in a mean-squared
error sense. It is a very well established data fusion method
whose properties are deeply studied and examined both theoret-
ically and in practical applications. On the other hand, similar to
other least-square estimators, the Kalman filter is very sensitive
to data corrupted with outliers. Furthermore, the Kalman filter
is inappropriate for applications whose error characterics are
not readily parameterized.

When dealing with non-linear system dynamics, one usually
has to resort to approximation techniques. For instance, the Ex-
tended KF [40] and Unscented KF [41], which are extensions of
the Kalman filter applicable to non-linear systems, are based on
the first-order and second-order approximations as a Taylor series
expansion about the current estimate, respectively. However, both
of these methods can only handle non-linearities to a limited ex-
tent. Grid-based methods [42] provide an alternative approach
for approximating non-linear probability density functions,
although they rapidly become computationally intractable in high
dimensions.

The Monte Carlo simulation-based techniques such as Sequen-
tial Monte Carlo (SMC) [43] and Markov Chain Monte Carlo
(MCMC) [44] are among the most powerful and popular methods
of approximating proabilities. They are also very flexible as they
do not make any assumptions regarding the probability densities
to be approximated. Particle filters are a recursive implementation
of the SMC algorithm [45]. They provide an alternative for Kalman
filtering when dealing with non-Gaussian noise and non-linearity
in the system. The idea is to deploy a (weighted) ensemble of ran-
domly drawn samples (particles) as an approximation of the prob-
ability density of interest. When applied within the Bayesian
framework, particle filters are used to approximate the posterior
(conditional) probability of the system state as a weighted sum
of random samples. The random samples are usually drawn (pre-
dicted) from the prior density (transition model) with their
weights updated according to the likelihood of the given measure-
ment (sensing model). This approach to the implemenatation of
particle filters is referred to as sequential importance sampling
(SIS). One usually performs a resampling step where the current
set of particles is replaced by a new set drawn from it with proba-
bilities proportional to their weights. This step is included in the
original proposal of the particle filters [46], which is called sequen-
tial importance resampling (SIR).

Similar to the Kalman filter, the particle filters have been shown
to be sensitive to outliers in data, and require a set of auxilary vari-
ables to improve their robustness [47]. In addition, when com-
pared to the Kalman filter, particle filters are computationally
expensive as they may require a large number of random samples
(particles) to estimate the desired posterior probability density. In-
deed, they are not suitable for fusion problems involving a high-
dimensional state space as the number of particles required to esti-
mate a given density function increases exponentially with
dimensionality.

An attractive alternative for particle filters when dealing with
high dimensions, are the MCMC algorithms. The underlying idea
is to ease the burden of high-dimensional density approximation
by using a Markov chain to evolve the samples, instead of simply
drawing them randomly (and independently) at each step. Here,
a Markov chain is a sequence of random samples generated accord-
ing to a transition probaility (kernel) function with Markovian
property, i.e. the transition probabilities between different sample
values in the state space depend only on the random samples’ cur-
rent state. It has been shown that one can always use a well-de-
signed Markov chain that converges to a unique stationary
density of interest (in terms of drawn samples) [44]. The conver-
gence occurs after a sufficiently large number of iterations, called
the burn-in period. Metropolis and Ulam [48] were the first to de-
ploy this technique for solving problems involving high-dimen-
sional density approximation. Their method was later extended
by Hastings [49] and is referred to as the Metropolis–Hastings
algorithm. The algorithm works by successively sampling a candi-
date point from some jumping (proposal) distribution, which is the
conditional probability of a potential sample given a current sam-
ple. The obtained candidate point is accepted with a probability
that is determined based on the ratio of the density at the candi-
date and current points. The Metropolis–Hastings algorithm is sen-
sitive to the sample initilization and the choice of jumping
distribution. Indeed, the burn-in period may be significantly longer
for an inappropriate choice of initial samples and/or jumping dis-
tribution. Research on the so-called optimal starting point and
jumping distribution is the subject of active work. The starting
point is typically set as close as possible to the center of distribu-
tion, e.g. the distribution’s mode. Also, random walks and indepen-
dent chain sampling are two of the commonly adopted approaches
for jumping distribution.

The popular Gibbs sampler is a special case of the Metropolis–
Hastings algorithm where the candidate point is always accepted.
The keys advanatage of this method is that it considers only uni-
variate conditional distributions, which usually have simpler form
and are thus much easier to simulate than complex full joint distri-
butions [50]. Accordingly, the Gibbs sampler simulates n random
variables sequentially from the n univariate conditionals rather
than generating a single n-dimensional vector in a single pass
using the full joint distribution. One of the difficulties of applying
MCMC methods in practice is to estimate the burn-in time,
although it is often suggested that provided a large enough sample
size, the burn-in time is not that important. Nonetheless, the effect
of burn-in time may not be neglected when parallel processing
schemes are deployed to implement MCMC methods [51]. With
parallel MCMC the computational load is divided into several
pieces, and thus the individual sample sizes may not be as large.
To alleviate this problem, the convergence diagnostics methods
[52] are commonly used to determine the burn-in time. This has
to be done with caution as these methods can potentially introduce
some biases of their own into the computations.
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4.1.2. Evidential belief reasoning
The theory of belief functions initiated from Dempster’s work

[53] in understanding and perfecting Gisher’s approach to proba-
bility inference, and was then mathematically formalized by Shafer
[36] toward a general theory of reasoning based on evidence. Belief
functions theory is a popular method to deal with uncertainty and
imprecision with a theoretically attractive evidential reasoning
framework. Dempster–Shafer theory introduces the notion of
assigning beliefs and plausibilities to possible measurement
hypotheses along with the required combination rule to fuse them.
It can be considered as a generalization to the Bayesian theory that
deals with probability mass functions.

Mathematically speaking, consider X to represent all possible
states of a system (also called the frame of discernment) and the
power set 2X to represent the set of all possible subsets of X. In con-
trast to probability theory that assigns a probability mass to each
element of X, Dempster–Shafer theory assigns belief mass m to
each elemenet E of 2X, which represent possible propositions
regarding the system state x. Function m has two properties as
follows:

1. m(/) = 0
2.
P

E22X mðEÞ ¼ 1

Intuitively for any proposition E, m(E) represents the proportion
of available evidence that supports the claim that the actual sys-
tem state x belongs to E. Usually, m is non-zero for only a limited
number of sets called the focal elements. Using m, a probability
interval can be obtained for E as below:

belðEÞ 6 PðEÞ 6 plðEÞ ð2Þ

where bel(E) is called belief of E and is defined as belðEÞ ¼
P

B # EmðBÞ
and pl(E) is called plausibility of E and is defined as plðEÞ ¼P

B\E–/mðBÞ.
Evidence from sensors is usually fused using the Dempster’s

rule of combination. Consider two sources of information with be-
lief mass functions m1 and m2, respectively. The joint belief mass
function m1,2 is computed as follows:

m1;2ðEÞ ¼ ðm1 �m2ÞðEÞ ¼
1

1� K

X
B\C¼E–/

m1ðBÞm2ðCÞ ð3Þ

m1;2ð/Þ ¼ 0 ð4Þ

where K represents the amount of conflict between the sources and
is given by:

K ¼
X

B\C¼/

m1ðBÞm2ðCÞ ð5Þ

The use of the Dempster–Shafer theory for the data fusion prob-
lem was first presented in 1981 by Garvey et al. [54]. Unlike the
Bayesian Inference, the Dempster–Shafer theory allows each
source to contribute information in different levels of detail. For
example, one sensor can provide information to distinguish indi-
vidual entities, whereas other sensors can provide information to
distinguish classes of entities. Furthermore, D–S theory does not
assign a priori probabilities to unknown propositions; instead
probabilities are assigned only when the supporting information
is available. In fact, it allows for explicit representation of total
ignorance by assigning the entire mass to the frame of discern-
ment, i.e. m(E = X) = 1 at any time, whereas using probability the-
ory one has to assume a uniform distribution to deal with this
situation. In order to select between the Bayesian and Dempster–
Shafer inference one has to maintain a trade-off between the
higher level of accuracy offered by the former and the more flexible
formulation of the latter [55].
D–S theory has established itself as a promising and popular ap-
proach to data fusion especially in the last few years. Nonetheless
there are issues such as the exponential complexity of computa-
tions (in general worst case scenario) as well as the possibility of
producing counterintuitive results when fusing conflicting data
using Dempster’s rule of combination. Both of these issues have
been heavily studied in the literature and numerous strategies
have been proposed to resolve or alleviate them. The study by Barr-
nett [56] was the first to address the computational problems of
implementing Dempster’s rule of combination. In his proposed
algorithm each piece of evidence either confirms or denies a prop-
osition. Gordon and Shortliffe [57] then proposed an improved
algorithm that can handle hierarchical evidence. To avoid a very
high computational complexity, the algorithm uses approximation
to combine evidence, but the approximation cannot not well han-
dle the cases of highly conflicting evidence. Since then several fam-
ily of complexity reduction approaches based on graphical
techniques [58], parallel processing schemes [59], reducing the
number of focal elements [60], and coarsening the frame of dis-
cernment to approximate the original belief potentials [61] have
been studied. Some works have also deployed the finite set repre-
sentation of focal elements to facilitate fusion computations [62].
Shenoy and Shafer [63] demonstrated the applicability of this local
computing method to Bayesian probabilities and fuzzy logics.

As mentioned, the latter issue of fusing conflicting data using
Dempster’s rule of combination has been an active area of fusion
research and has been studied extensively, especially in recent
years. Many solutions to this issue have been proposed, which
are discussed in detail in Section 4.3.3.

4.1.3. Fusion and fuzzy reasoning
Fuzzy set theory is another theoretical reasoning scheme for

dealing with imperfect data. It introduces the novel notion of par-
tial set membership, which enables imprecise (rather than crisp)
reasoning [33]. A fuzzy set F # X is defined by the gradual mem-
bership function lF(x) in the interval [0,1] as below:

lFðxÞ 2 ½0;1� 8x 2 X ð6Þ

where the higher the membership degree, the more x belongs to F.
This makes fuzzy data fusion an efficient solution where vague or
partial sensory data is fuzzified using a gradual membership func-
tion. Fuzzy data can then be combined using fuzzy rules to produce
fuzzy fusion output(s). Fuzzy fusion rules can be divided into con-
junctive and disjunctive categories. Examples of the former are
the following:

l\1ðxÞ ¼ min½lF1
ðxÞ;lF2

ðxÞ� 8x 2 X ð7Þ
l\2ðxÞ ¼ lF1

ðxÞ � lF2
ðxÞ 8x 2 X ð8Þ

which represent the standard intersection and product of two fuzzy
sets, respectively. Some examples of the latter fuzzy fusion category
are

l[1ðxÞ ¼ max½lF1
ðxÞ;lF2

ðxÞ� 8x 2 X ð9Þ
l[2ðxÞ ¼ lF1

ðxÞ þ lF2
ðxÞ � lF1

ðxÞ:lF2
ðxÞ 8x 2 X ð10Þ

which represent the standard union and algebraic sum of two fuzzy
sets, respectively. Conjunctive fuzzy fusion rules are considered
appropriate when fusing data provided by equally reliable and
homogeneous sources. On the other hand, disjunctive rules are de-
ployed when (at least) one of the sources is deemed reliable, though
which one is not known, or when fusing highly conflictual data.
Accordingly, some adaptive fuzzy fusion rules have been developed,
as a compromise between the two categories, that can be applied in
both cases. The following fusion rule proposed in [64] is an example
for adaptive fuzzy fusion:
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lAdaptiveðxÞ ¼ max
mu\i ðxÞ

hðlF1
ðxÞ;lF2

ðxÞÞ ;minf1� hðlF1
ðxÞ;lF2

ðxÞÞ;l[j ðxÞg
( )

8x 2 X

ð11Þ

where hðlF1
;lF2
Þ measures the degree of conflict between the

graudal membership functions lF1
and lF2

defined as

hðlF1
ðxÞ;lF2

ðxÞÞ ¼ maxðminflF1
ðxÞ;lF2

ðxÞgÞ 8x 2 X ð12Þ

and l\i and l[j are the desired conjunctive and disjunctive fuzzy
fusion rules, respectively.

In contrast to the probability and evidence theories, which are
well suited to modeling the uncertainty of membership of a target
in a well-defined class of objects, fuzzy sets theory is well suited to
modeling the fuzzy membership of a target in an ill-defined class.
Yet, similar to probability theory that requires prior knowledge of
probability distributions, fuzzy sets theory requires prior member-
ship functions for different fuzzy sets. Due to being a powerful the-
ory to represent vague data, fuzzy set theory is particularly useful
to represent and fuse vague data produced by human experts in a
linguistic fashion. Furthermore, it has been often integrated with
probabilistic [160,66] and D–S evidential [38,67] fusion algorithms
in a complementary manner.

4.1.4. Possibilistic fusion
Possibility theory was founded by Zadeh [34] and later ex-

tended by Dubois and Prade [68,69]. It is based on fuzzy set theory,
but was mainly designed to represent incomplete rather than va-
gue data. Indeed possibility theory’s treatment of imperfect data
is similar in spirit to probability and D–S evidence theory with a
different quantification approach [29]. The model of imperfect data
in possibility theory is the possibility distribution pB(x) 2 [0,1]
"x 2 X, which characterizes the uncertain membership of an ele-
ment x in a (well-defined) known class B. This is distinguished
from the gradual membership function lF(x) of fuzzy set theory,
which characterizes the membership of x in an ill-defined fuzzy
set F. Another important distinction is the normalization constraint
that requires that at least one value is totally possible, i.e. $x⁄ 2 X
s.t. pB(x⁄) = 1. Given the possibility distribution pB(x), the possibil-
ity measure P(U) and necessity measure N(U) of an event U are de-
fined as below

PðUÞ ¼ maxx2UfpBðxÞg 8U # X ð13Þ
NðUÞ ¼ minxRUf1� pBðxÞg 8U # X ð14Þ

A possibility degree P(U) quantifies to what extent the event U is
plausible, while the necessity degree N(U) quantifies the certainty
of U, in the face of incomplete information expressed by p(x) [70].
The possibility and necessirty measures can also be interpreted as
a special case of upper and lower probabilities, in connection with
the probability theory [71].

The data combination rules used for possibilistic fusion are sim-
ilar to those deployed for fuzzy fusion. The main difference is that
possibilistic rules are always normalized. The choice of appropriate
fusion rules is dependent on the how agreeable the data sources
are, and also what is known about their reliability [69]. However,
the basic symmetric conjunctive and disjunctive fusion rules of
fuzzy set theory are sufficient only for restricted cases. There are
a number of enhancements of possibilistic fusion methods that al-
low for handlinig more difficult fusion scenarios. For instance,
assuming 0 6 ki 6 1 to represent the perceived reliability of the
ith source for a set of unequally reliable sources, one can modify
the associated possibility distribution pi of the source using the
discounting approach as p0i ¼ maxðpi;1� kÞ to incorporate its reli-
ability into the fusion process [68].

Although possibility theory has not been commonly used in the
data fusion community, some researchers have studied its perfor-
mance in comparison to probabilistic and evidential fusion ap-
proaches [72], where it was shown to be capable of producing
competitive results. Also, possibilistic fusion is argued to be most
appropriate in poorly informed environments (no statistical data
available) as well as in fusion of heterogeneous data sources [64].
For example, a recent work by Benferhat and Sossai [73] has dem-
onstrated the effectiveness of possibilistic fusion for robot localiza-
tion in partially known indoor environments.

4.1.5. Rough set based fusion
Rough set is a theory of imperfect data developed by Pawlak

[35] to represent imprecise data, ignoring uncertainty at different
granularity levels. Indeed, the Rough set theory enables dealing
with data granularity. It provides means of approximating a crisp
target set T within a given frame FB designated by the set B # A,
which is the specific set of attributes chosen to describe objects.
The approximation is represented as a tuple hB⁄(T),B⁄(T)i, where
B⁄(T) and B⁄(T) represent the lower and upper approximations of
set T within frame FB, repectively, and are defined as below [74]

B�ðTÞ ¼ foj½o�FB
# Tg ð15Þ

B�ðTÞ ¼ foj½o�FB
\ T–/g ð16Þ

and B⁄(T) # T # B⁄(T). The lower approximation B⁄(T) can be inter-
preted as a conservative approximation that includes only objects
that are definitely a member of T, whereas the upper approximation
B⁄(T) is more liberal in including all objects that can possibly belong
to T. Based on this approximation, the boundary region of T is de-
fined as BNB(T) = B⁄(T) � B⁄(T) which is the set of objects that can
neither be classified as belonging nor not-belonging to T. Accord-
ingly, a set T is considered rough if BNB(T) – /.

Within the data fusion framework, T can be considered as rep-
resenting the imprecise set of (target) states of a system (instead
of abstract objects). Then, Rough set theory would allow the
approximation of possible states of the system based on the gran-
ularity of input data, i.e. FB. Once approximated as rough sets, data
pieces can be fused using classic set theory conjunctive or disjunc-
tive fusion operators, i.e. intersection or union, respectively.

In order to perform fusion successfully, data granules must be
neither too fine nor too rough. In the case of data granules being
too fine, i.e. ½o�FB

being singletons, the Rough set theory reduces
to classical set theory. On the other hand, for very rough data gran-
ules, i.e. ½o�FB

being very large subsets, the lower approximation of
data is likely to be empty, resulting in total ignorance. The major
advantage of Rough set compared to other alternatives is that it
does not require any preliminary or additional information such
as data distribution or membership function [75]. Rough set theory
allows for fusion of imprecise data approximated based merely on
its internal structure (granularity).

Due to being a relatively new theory and not well understood
within fusion community, Rough set theory has been rarely applied
to data fusion problems. Some work has been reported on data fu-
sion systems using Rough set theory [76,77], where it provides a
means to select the most informative set of attributes (sensors)
regarding the goal of the fusion system, e.g. classification of ob-
jects. The idea is to use a rough integral as the measure of rele-
vance for each sensor, and filter out sensors below the given
threshold.

4.1.6. Hybrid fusion approaches
The main idea behind development of hybrid fusion algorithms

is that different fusion methods such as fuzzy reasoning, D–S evi-
dence theory, and probabilistic fusion should be not be competing,
as they approach data fusion from different (possibly complemen-
tary) perspectives. At the theoretical level, hybridization of fuzzy
set theory with D–S evidence theory has been studied frequently



B. Khaleghi et al. / Information Fusion 14 (2013) 28–44 35
[78,38] aiming at providing a framework for more comprehensive
treatment of data imperfection. Among many such proposals, the
work by Yen [38] is perhaps the most popular approach that ex-
tends D–S evidence theory into the fuzzy realm while maintaining
its major theoretical principles. Yen’s theory of fuzzy D–S evidence
theory has been frequently used in the literature. For instance, Zue
and Basir [67,79] developed a hybrid fusion system applied to an
image segmentation problem, which is based on a fuzzy Demp-
ster–Shafer evidential reasoning scheme.

Combination of fuzzy set theory with Rough set theory (FRST),
proposed by Dubois and Prade, is another important theoretical
hybridization existing in the literature [37]. In spite of being a
powerful representation tool for vague as well as ambiguous data,
the original FRST has some limitations such as relying on special
fuzzy relations. This issue has been recently addressed by Yeung
et al. [80] in an attempt to generalize FRST to arbitrary fuzzy rela-
tions. Application of FRST to data fusion has not often been inves-
tigated in the fusion literature as Rough set theory itself is still not
an established data fusion approach. Nonetheless, some prelimin-
ary work has been reported [81].

4.1.7. Random set theoretic fusion
The principles of random sets theory were first proposed to

study integral geometry in 1970s [82]. The unifying capability of
random set theory has been shown by several researchers
[83,84,16], among them, the work of Goodman et al. [16] has been
most successful in gaining attention. The most notable work on
promoting random set theory as a unified fusion framework has
been done by Mahler in his papers [20,16,85] and recent book
[39]. In particular, in his book he attempts to present a detailed
exposition of random set theory and its application to general sin-
gle-target as well as multi-target data fusion problems.

Random set theory is usually deemed as an ideal framework for
extending the popular Bayes filter (see Section 4.1.1) from single-
target (modeled by a random variable) into multi-target (modeled
by a random set). Accordingly, the majority of research work has
been focused on applying random set theory to tracking of multi-
ple targets. This generalization is not a straightforward procedure
and is only possible provided that an appropriate calculus of ran-
dom finite sets is formulated [20]. Indeed, within random set the-
ory data, i.e. target states and measurements, are modeled as
random sets of finite size instead of conventional vectors. Having
Table 1
Comparison of imperfect data fusion frameworks.

Framework Characteristics Capabi

Probabilistic [32,40,45] Represents sensory data using probability
distributions fused together within
Bayesian framework

Well-e
approa

Evidential [36,54–56,58] Relies on probability mass to further
characterize data using belief and
plausibilities and fuses using Dempsters’
combination rule

Enable
ambig

Fuzzy reasoning [160,66,67] Allows vague data representation, using
fuzzy memberships, and fusion based on
fuzzy rules

Intuiti
esp. hu

Possibilistic [29,72,64] Similar in data representation to
probabilistic and evidential frameworks
and fusion to fuzzy framework

Allows
comm

Rough set theoretic
[35,97,75,77]

Deals with ambiguous data using precise
approximate lower and upper bounds
manipulated using classical set theory
operators

Does n
additio

Hybridization [78,38,67,79] Aims at providing a more comprehensive
treatment of imperfect data

Deploy
compl
fashion

Random set theoretic
[20,16,85,39]

Relies on random subsets of
measurement/state space to represent
many aspects of imperfect data

Can po
framew
done this, priors and likelihood functions are constructed that are
capable of modeling a wide range of different phenomena. For in-
stance, phenomena related to the system dynamics such as target
disappearance/appearance, extended/unresolved targets, and tar-
get spawning, as well as measurement-related phenomena such
as missed detection and false alarms can be explicitly represented.

Obviously, one cannot expect to solve for this multi-target
tracking analytically (as was not the case for single-target Bayes fil-
ter). Therefore, different approximation techniques are devised to
compute the Bayes update equation. The moment matching tech-
niques have been very successful in approximating the single-tar-
get Bayes filter. For instance, Kalman filter relies on propagating
the first two moments (i.e. mean and covariance) while alpha–beta
filters match only the first moment. In case of multi-target track-
ing, the first moment is the Probability Hypothesis Density
(PHD), which is used to develop a filter with the same title, i.e.
PHD filter [86]. There is also a higher order extension of this filter
called Cardinalized Probability Hypothesis Density (CPHD) filter
[87,88], which propagates the PHD as well as the full probability
distribution of the random variable representing the number of
targets. Both PHD and CPHD filters involve integrals that prevent
direct implementation of a closed form solution. As a result two
approximation methods, namely, Gaussian Mixture (GM) and
Sequential Monte Carlo (SMC), have been used in the literature
to further ease the implementation stage for these filters [89,90].
Both of these methods have been evaluated and shown to compare
favorably with alternative approaches such as JPDA [88] and MHT
[91], while being less computationally demanding than either. One
important advantage of the (C)PHD family of filters is to avoid the
data association problem, but this also means that maintaining
track continuity can become a challenging task. For a review of re-
cent work on the (C) PHD filter, the interested reader is referred to
[92].

Random set theory has also been recently shown to be able
to efficiently solve fusion related tasks such as target detection
[93], tracking [94], identification [29], sensor management [95],
and soft/hard data fusion [96]. Nonetheless, further research
through more complex test scenarios in diverse applications
should be performed to prove its performance as a unifying
framework for fusion of imperfect data. Table 1 presents a com-
parative overview of the imperfect data fusion frameworks dis-
cussed in this section.
lities Limitations

stablished and understood
ch to treat data uncertainty

Considered incapable of addressing other
data imperfection aspects

s fusion of uncertain and
uous data

Does not deal with other aspects of data
imprecision, inefficient for fusion of highly
conflicting data

ve approach to deal with vague data
man generated

Limited merely to fusion of vague data

for handling incomplete data
on in poorly informed environment

Not commonly used and well understood
in fusion community

ot require any preliminary or
nal information

Requires appropriate level of data
granularity

s fusion framework in a
ementary rather than competitive

Rather ad hoc generalization of one fusion
framework to subsume other(s), extra
computational burden

tentially provide a unifying
ork for fusion of imperfect data

Relatively new and not very well
appreciated in fusion community
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4.2. Fusion of correlated data

Many data fusion algorithms, including the popular KF ap-
proach, require either independence or prior knowledge of the
cross covariance of data to produce consistent results. Unfortu-
nately, in many applications fusion data is correlated with poten-
tially unknown cross covariance. This can occur due to common
noise acting on the observed phenomena [98] in centralized fusion
settings, or the rumor propagation issue, also known as data incest
or double counting problem [99], where measurements are inad-
vertently used several times in distributed fusion settings [3]. If
not addressed properly, data correlation can lead to biased estima-
tion, e.g. artificially high confidence value, or even divergence of
fusion algorithm [100]. For KF-based systems, the optimal KF ap-
proach exists that allows for maintaining cross covariance infor-
mation between updates [3]. However, it is not typically
desirable, as it is shown to scale quadratically with the number
of updates [101]. Also, in case of data incest, an exact solution is
to keep track of pedigree information which includes all sensor
measurements that have contributed to a certain estimate [102].
This solution is not appealing as it does not scale well with the
number of fusion nodes [103]. Most of the proposed solutions to
correlated data fusion attempt to solve it by either eliminating
the cause of correlation or tackling the impact of correlation in fu-
sion process.

4.2.1. Eliminating data correlation
Data correlation is especially problematic in distributed fusion

systems and is commonly caused by data incest. The data incest
situation itself happens when the same information takes several
different paths from the source sensor to the fusion node or due
to cyclic paths through which the information recirculates from
output of a fusion node back to the input [104,3]. This issue can
be eliminated (before fusion) either explicitly by removal of data
incest [105] or implicitly through reconstruction of measurements
[106]. The former family of approaches usually assume a specific
network topology as well as fixed communication delays, although
recent extensions consider the more general problem of arbitrary
topologies with variable delays using graph theoretic algorithms
[107,108]. The latter approaches attempt to form a decorrelated se-
quence of measurements by reconstructing them such that the cor-
relation with previous intermediate updates from current
intermediate state updates is removed. The decorrelated sequence
is then fed to the global fusion processor as input to a filtering algo-
rithm. Extensions in this family consider more complex fusion sce-
narios with existence of clutter, data association, and interacting
targets [109].

4.2.2. Data fusion in presence of unknown correlations
Instead of removing data correlation, one can design a fusion

algorithm that accounts for correlated data. Covariance Intersec-
tion (CI) [98] is the most common fusion method to deal with cor-
related data. CI was originally developed to avoid the problem of
covariance matrix underestimation due to data incest. It solves this
Table 2
Summary of correlated data fusion methods.

Framework Algorithms Characte

Correlation elimination Explicit removal [105,107,108] Usually
Measurement reconstruction [106,109] Applicab

Correlation presence Covariance Intersection [98,110] Avoids t
rather p

Fast CI [112,113] Enhance
Largest Ellipsoid [114] Provides

like the
problem in general form for two data sources (i.e. random vari-
ables) by formulating an estimate of the covariance matrix as a
convex combination of the means and covariances of the input
data. CI has been shown to be optimal, in terms of finding the
upper bound for the combined covariances [110], as well as theo-
retically sound and applicable to any probability distribution func-
tion, from information theory perspective [111].

On the other hand, CI requires a non-linear optimization pro-
cess and is therefore computationally demanding. Furthermore, it
tends to overestimate the intersection region, which results in pes-
simistic results and consequent degradation of fusion performance.
Some faster variants of CI have been proposed attempting to alle-
viate the former issue [112,113]. The Largest Ellipsoid (LE) algo-
rithm was developed, as an alternative to CI, to address the latter
issue [114]. LE provides a tighter estimate of covariance matrix
by finding the largest ellipse that fits within the intersection region
of the input covariances. It has been recently argued that LE’s for-
mula derivation for the center of Largest Ellipsoid is not appropri-
ate and a new algorithm, called Internal Ellipsoid Approximation
(IEA), is proposed to accomplish this task [115]. One major limita-
tion with all these methods is their inability to facilitate fusion of
correlated data within a more powerful fusion framework than
KF-based techniques, such as particle filters [3]. Very recently, a fu-
sion framework based on an approximation to the generalized CI
algorithm, called Chernoff fusion method, is proposed, which tack-
les the generic problem of fusing any number of correlated PDFs
[116]. An overview of the discussed correlated data fusion method-
ologies is presented in Table 2.

4.3. Fusion of inconsistent data

The notion of data inconsistency, as applied in this paper, is in a
generic sense and encompasses spurious, as well as disordered and
conflicting data. We explore various techniques in the data fusion
literature which are developed to tackle each of the three aspects
of data inconsistency.

4.3.1. Spurious data
Data provided by sensors to the fusion system may be spurious

due to unexpected situations such as permanent failures, short
duration spike faults, or slowly developing failure [18]. If fused
with correct data, such spurious data can lead to dangerously
inaccurate estimates. For instance, KF would easily break down if
exposed to outliers [117]. The majority of work on treating spuri-
ous data has been focused on identification/prediction and subse-
quent elimination of outliers from the fusion process. Indeed, the
literature work on sensor validation is partially aiming at the same
target [118–120]. The problem with most of these techniques is
the requirement for prior information, often in the form of specific
failure model(s). As a result, they would perform poorly in a gen-
eral case where prior information is not available or unmodeled
failures occur [121]. Recently, a general framework for detection
of spurious data has been proposed that relies on stochastic adap-
tive modeling of sensors and is thus not specific to any prior sensor
ristics

assumes a specific network topology and fixed communication delays
le to more complex fusion scenarios

he covariance underestimation problem, yet computationally demanding and
essimistic
d efficiency through alternative non-linear optimization processes
a tighter (less pessimistic) covariance estimate, yet limited to KF-based fusion

others
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failure model [18,122]. It is developed within the Bayesian fusion
framework by adding a term to the common formulation that rep-
resents the probabilistic estimate that the data is not spurious con-
ditioned upon the data and the true state. The intended effect for
this term is increasing the variance of the posterior distribution
when data from one of the sensors is inconsistent with respect to
the other. Extensive experimental simulations have shown the
promising performance of this technique in dealing with spurious
data [121].

4.3.2. Out of sequence data
The input data to the fusion system is usually organized as dis-

crete pieces each labeled with a timestamp designating its time of
origin. Several factors such as variable propagation times for differ-
ent data sources as well as having heterogeneous sensors operating
at multiple rates can lead to data arriving out of sequence at the
fusion system. Such out of sequence measurements (OOSM) can
appear as inconsistent data to the fusion algorithm. The main issue
is how to use this, usually old, data to update the current estimate
while taking care of the correlated process noise between the cur-
rent time and the time of the delayed measurement [123]. A trivial
solution to OOSM is to simply discard it. Such solution would cause
information loss and severe fusion performance degradation if
OOSM is prevalent in the input data. Another intuitive solution is
to store all input data in order and reprocess it once OOSM is
received. This approach yields optimal performance yet is imprac-
tical due to having intense computational and storage require-
ments. There has been considerable amount of research done in
this area in the last decade due to the increasing popularity of dis-
tributed sensing and tracking systems [123]. We explore these
methods according to their assumed number of step lags as well
as number of tracking targets.

Most of the early work on OOSM assumed only single-lag data.
For example, an approximate sub-optimal solution to OOSM called
‘‘Algorithm B’’ [124] as well as its famous optimal counterpart
‘‘Algorithm A’’ [125], both assume single-lag data. Some research-
ers have proposed algorithms to enable handling of OOSM with
arbitrary lags [126–128]. Among these methods the work in
[128] is particularly interesting as it provides a unifying framework
for treating OOSM with ‘‘Algorithm A’’ as special case. Nonetheless,
it was shown in [129] that this approach along with many other
multi-lag OOSM methods are usually very expensive in terms of
computational complexity and storage. The same authors proposed
an extension to the ‘‘Algorithm A’’ and ‘‘Algorithm B’’ called ‘‘algo-
rithm Al1’’ and ‘‘Algorithm Bl1’’, respectively. They further showed
that these new algorithms have requirements similar to their sin-
gle-lag counterparts and are therefore recommended for practical
applications, especially ‘‘Algorithm Bl1’’ is preferred due to being
almost optimal and very efficient. Some recent work also investi-
gates the OOSM problem in case of having both single-lag and mul-
tiple-lag data, termed the mixed-lag OOSM problem. The proposed
algorithm is claimed to handle all three types of OOSM data and is
shown to be suboptimal in the linear MMSE sense under one
approximation [130].

The bulk of research on the OOSM problem has been tradition-
ally concentrated on an OOSM filtering algorithm that considers
only a single-target, and does not address issues pertinent to data
association and the presence of clutter that arise in multi-target fu-
sion scenarios [131]. This problem has received attention in recent
years and several methods tackling various aspects of OOSM in
multi-target tracking have been proposed. In [131], a multitarget
OOSM dwell-based tracking algorithms is proposed which includes
gating, likelihood computation, and hypothesis management; and
the single-lag and two-lag OOSM problems are discussed. In
[132], the authors present a generic framework that enables
straightforward extension of many single-target OOSM solutions
to efficient algorithms in the multi-target data association case.
The problem of out of sequence data for disordered tracks, instead
of measurements, termed OOST, is explored in [133]. The OOST
problem is solved using equivalent measurements obtained from
individual sensor tracks, which are then used in an augmented
state framework to compute the joint density of the current target
state and the target state corresponding to the delayed data. Gen-
erally, in comparison with the OOSM problem, the OOST problem
is much less studied in the literature. More recently, the three pop-
ular algorithms for the OOSM problem proposed by Bar-Shalom
[134] are adapted to handle the OOST problem. This work is ex-
pected to improve the research community’s understanding of
the OOST problem.

4.3.3. Conflicting data
Fusion of conflicting data, when for instance several experts

have very different ideas about the same phenomenon, has long
been identified as a challenging task in the data fusion community.
In particular, this issue has been heavily studied for fusion within
the Dempster–Shafer evidence theory framework. As shown in a
famous counterexample by Zadeh [135], naive application of
Dempster’s rule of combination to fusion of highly conflicting data
results in unintuitive results. Since then Dempster’s rule of combi-
nation has been subject to much criticism for rather counter-intu-
itive behavior [136]. Most of the solutions proposed alternatives to
Dempster’s rule of combinations [137–140]. On the other hand,
some authors have defended this rule, arguing that the counter-
intuitive results are due to improper application of this rule
[141,142,39]. For example, in [39] Mahler shows that the supposed
unintuitive result of Dempster’s combination rule can be resolved
using a simple corrective strategy, i.e. to assign arbitrary small
but non-zero belief masses to hypotheses deemed extremely unli-
kely. Indeed, proper application of Dempsters rule of combination
requires satisfaction of the following three constraints: (1) inde-
pendent sources providing independent evidences, (2) homoge-
neous sources defined on a unique frame of discernment, and (3)
a frame of discernment containing an exclusive and exhaustive list
of hypotheses.

These constraints are too restrictive and difficult to satisfy in
many practical applications. As a result DSET has been extended
to more flexible theories such as Transferable Belief Model (TBM)
[138] and DezertSmarandache theory (DSmT) [139]. The former
theory extends DSET by refuting the exhaustivity constraint, i.e.
open-world assumption, and allowing elements outside the frame
of discernment to be represented by the empty set. The latter re-
futes the exclusivity constraint allowing compound elements, i.e.
elements of the hyper power set, to be represented. The theoretical
justification for TBM was recently presented by Smets [19]. In this
work, he provides an exhaustive review of the existing combina-
tion rules in an attempt to shed light on their applicability as well
as theoretical soundness. He argues that the majority of proposed
combination rules are ad hoc in nature and lack appropriate theo-
retical justification. It is also demonstrated that most of the alter-
native combination rules are indeed conjunctive fusion operators
that redistribute the global (or partial) conflicting belief mass
among some elements of the power set. This relies on the notion
that if experts agree on some evidence, they are considered reli-
able, and otherwise at least one of them is unreliable and the dis-
junctive fusion rules are deployed. But disjunctive rules usually
result in degradation in data specificity. Therefore, the reliability
of the expert sources must be either known a priori or estimated
[143].

Fusion of conflicting data within the Bayesian probabilistic
framework has also been explored by some authors. For example,
Covariance Union (CU) algorithm is developed to complement
the CI method, and enable data fusion where input data is not just



Table 3
Overview of inconsistent data fusion methodologies.

Inconsistency
aspect

Problem Resolution strategy Characteristics

Outlier If fused with correct data, can lead to
dangerously inaccurate estimates

Sensor validation techniques [118–
120]

Identification/predication and subsequent removal of
outliers, typically restricted to specific prior-known failure
models

Stochastic adaptive sensor modeling
[121]

General framework for detection of spurious data without
prior knowledge

Disorder Update current estimate using old
measurements (OOSM)

Ignore, reprocess, or use backward/
forward prediction
[124,125,123,128,146]

Mostly assume single-lag delays and linear target dynamics

Update current estimate using old track
estimates (OOST)

Use augmented state framework to
incorporate delayed estimates
[133,134]

Much less understood and studied in the literature

Conflict Non-intuitive results while fusing highly
conflicting data using Dempsters’
combination rule

Numerous alternative combination
rules [137–140]

Mostly ad hoc in nature without proper theoretical
justification

Apply corrective strategies while
using Dempsters’ rule [141,142,39]

Defend validity of Dempsters’ rule provided that certain
constraints are satisfied
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correlated but may also be conflicting [144]. Furthermore, a new
Bayesian framework for fusion of uncertain, imprecise, as well as
conflicting data was proposed recently [145]. Authors exploit
advances in the Bayesian research arena to develop Bayesian
models with similar theoretical properties as TBM and DSmT
theories allowing for consistent probabilistic fusion of conflicting
data. Table 3 provides a summary of the discussed literature work
on inconsistent data fusion.

4.4. Fusion of disparate data

The input data to a fusion system may be generated by a wide
variety of sensors, humans, or even archived sensory data. Fusion
of such disparate data in order to build a coherent and accurate
global view or the observed phenomena is a very difficult task.
Nonetheless, in some fusion applications such as human computer
interaction (HCI), such diversity of sensors is necessary to enable
natural interaction with humans. Our focus of discussion is on fu-
sion of human generated data (soft data) as well as fusion of soft
and hard data, as research in this direction has attracted attention
in recent years. This is motivated by the inherent limitations of
electronic (hard) sensors and recent availability of communication
infrastructure that allow humans to act as soft sensors [147]. Fur-
thermore, while a tremendous amount of research has been done
on data fusion using conventional sensors, very limited work has
studied fusion of data produced by human and non-human sen-
sors. An example of preliminary research in this area includes
the work on generating a dataset for hard/soft data fusion intended
to serve as a foundation and a verification/validation resource for
future research [148,149]. Also in [147], the authors provide a brief
review on ongoing work on dynamic fusion of soft/hard data, iden-
tifying its motivation and advantages, challenges, and require-
ments. Very recently, a Dempster–Shafer theoretic framework for
soft/hard data fusion is presented that relies on a novel conditional
approach to updating as well as a new model to convert proposi-
tional logic statements from text into forms usable by Dempster–
Shafer theory [150]. Furthermore, some new work investigates
the problem of uncertainty representation for linguistic data
[151]. The authors describe various types of uncertainty inherent
in the nature of human languages as well as some tools to perform
linguistic disambiguation such as lexicons, grammars, and
dictionaries.

Another new direction of work is focused on the so called
human centered data fusion paradigm that puts emphasis on the
human role in the fusion process [152]. This new paradigm allows
human to participate in the data fusion process not merely as soft
sensors, but also as hybrid computers and ad hoc teams (hive
mind). It relies on emerging technologies such as virtual worlds
and social network software to support humans in their new fusion
roles. In spite of all these developments, research on hard/soft data
fusion as well as human centered fusion is still in the fledging
stage, and believed to provide rich opportunities for further
theoretical advancement and practical demonstrations in the
future.
5. Discussion and remarks

Our discussion in this section is an attempt to shed light on
some of the emerging trends and frameworks in the sensor data fu-
sion field. In addition, we explore many of the fusion aspects that
are the subject of active ongoing research. In contrast to emerging
paradigms, research in these aspects is more established, although
still rather poorly understood or developed.

5.1. Emerging fusion paradigms

5.1.1. Soft/hard data fusion
In comparison to conventional fusion systems where input

data is generated by calibrated electronic sensor systems with
well-defined characteristics, research on soft data fusion considers
combining human-based data expressed preferably in uncon-
strained natural language. Soft data fusion is a complex problem,
which has not been the focus of research in the fusion community
[153]. The fusion of soft and hard data is even more challenging yet
necessary in some applications [147]. Recent developments in the
literature such as the human centered data fusion paradigm [152]
as well as preliminary work on soft/hard fusion [150,149,154]
are an indicator of the new trend towards a more general data fu-
sion framework where both human and non-human sensory data
can be processed efficiently.

5.1.2. Opportunistic data fusion
Regarding the limitations of traditional data fusion systems,

which are mostly designed to use dedicated sensor and informa-
tion resources, and the availability of new ubiquitous computing
and communication technologies, the opportunistic data fusion
paradigm considers the possibility of treating sensors as shared re-
sources and performing fusion in an opportunistic manner [155].
New challenging problems associated with such fusion systems
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are identified and novel approaches to tackle them are explored.
Some of the distinctions of the opportunistic information fusion
model (OIFM) compared to the conventional approach are the need
for on-the-fly discovery of sensors, ad hoc computational load, and
dynamic (not pre-defined) fusion rules. The key enabling compo-
nent required to realize an OIFM is a new approach towards mid-
dleware development called opportunistic middleware model
(OMM). This is because, the existing middleware platforms do
not scale to the device diversity, size, and runtime dynamics re-
quired by OIFM applications [155]. Unfortunately, current specifi-
cations for the OMM does not address many issues related to its
implementation and thus future reserach is still needed to make
OIFM viable. Nonetheless, some preliminary reserach work is re-
ported in the literature. For instance, in [156] an opportunistic fu-
sion of data across time, space, and feature level is performed in a
visual sensor network to achieve human gesture analysis. In [157],
the authors study the problem of optimal camera placement in a
visual sensor network designed to serve multiple applications
(each to be operated in an opportunistic manner). The problem is
formulated as an multi-objective optimization problem and solved
efficiently using a multi-objective genetic algorithm.

5.1.3. Adaptive fusion and learning
Adaptation enables data fusion in situations where required

environment parameters are not known a prior or change dynam-
ically and thus must be re-estimated on-the-fly. Early work on
adaptive data fusion dates back to the early 1990s [158]. Nonethe-
less, this problem has been rarely explored in the fusion literature
until recently. Some of the existing work is focused on incorpora-
tion of adaptivity into the Kalman filtering algorithm. In [159] an
adaptive fusion system capable of intelligent allocation of limited
resources is described that enables efficient tracking of moving tar-
gets in 3D. An adaptive variant of KF called FL-AKF is proposed in
[65] that relies on fuzzy inference based on covariance matching
to adaptively estimate the covariance matrix of measurement
noise. In a similar approach, in [161] the authors present a novel
adaptive Kalman filter (NAKF) that achieves adaptation using a
mathematical function termed degree of matching (DoM), which
is based on covariance matching. Very recently, an adaptive UKF
algorithm with multiple fading factors-based gain correction is
proposed and applied to the pico satellite attitude estimation prob-
lem [162]. Another trend of work investigates explicit integration
of machine learning algorithms into the fusion process to accom-
plish adaptation. For example, machine learning methods are
deployed in [163] to achieve on-line adaptation to users’ multi-
modal temporal thresholds within a human computer interaction
application framework. Some other work studies application of
reinforcement learning to adaptive fusion systems to perform dy-
namic data reliability estimation [164,165]. A recent work also pro-
posed using kernel-based learning methods to achieve adaptive
decision fusion rules [166].

5.2. Ongoing data fusion research

5.2.1. Automated fusion
Research in this area is based on a formalization of data fusion

within formal logic and category theory frameworks. The main
objective is to develop a formal theory of fusion that would allow
researchers to specify various fusion concepts and requirements in
a unique (standard) way [17]. The advantages of such theory are
twofold: (1) Characteristics related to a newly proposed fusion
method would be formally provable. (2) Developers could specify
their design in a formal language and then use the formal methods
approach to synthesize and evaluate the desired fusion system. The
latter advantage is particularly useful as it enables rapid and ma-
chine-automated prototyping of data fusion algorithms. Nonethe-
less, the notion of automated development of fusion algorithms
based on this formalism is still a distant goal that requires further
investigation – although its feasibility has been shown through an
example of high-level data fusion algorithm synthesis based on gi-
ven specification [167].

5.2.2. Belief reliability
The majority of data fusion literature work is based on an opti-

mistic assumption about the reliability of underlying models pro-
ducing the beliefs associated with imperfect data. For instance,
sensory data is commonly considered as equally reliable and play
a symmetrical role in the fusion process [7]. Nonetheless, different
models usually have different reliabilities and are only valid for a
specific range. A recent trend in data fusion has addressed this is-
sue mostly by attempting to account for reliability of beliefs. This
has been accomplished through introduction of the notion of a sec-
ond level of uncertainty, i.e. uncertainty about uncertainty, repre-
sented as reliability coefficients. The main challenges are first to
estimate these coefficients, and then to incorporate them into the
fusion process. A number of approaches to estimate reliability
coefficients have been proposed which rely on domain knowledge
and contextual information [168], learning through training [169],
possibility theory [170], and expert judgments [171]. Furthermore,
the problem of reliability incorporation has been studied within
several fusion frameworks such as Dempster–Shafer theory
[172], fuzzy and possibility theory [69], Transferable Belief Model
[173], and probability theory [174]. More recent work also investi-
gates the impact of belief reliability on high-level data fusion [175].
The issue of reliability in data fusion is still not well established,
and several open questions such as interrelationship between reli-
abilities, reliability of heterogeneous data, and a comprehensive
architecture to manage data fusion algorithm and reliability of data
sources remains as a part of future research [7,172].

5.2.3. Secure fusion
Data integrity, confidentiality, and freshness are security issues

that are required in many data fusion applications, particularity in
the military. There are some protocols for secure data fusion re-
cently proposed in the literature. In [176], a secure fusion frame-
work called Blind Information Fusion Framework (BIFF) is
proposed, which enables confidentiality-preserving data fusion. A
procedure is described to transform data from normal space to
the anonymous space where, once fused, data cannot be deduced.
Also, in [177] an algorithm called Random Offset Method (ROM) is
presented to ensure mutual privacy in distributed fusion systems
based on a consensus averaging method. ROM achieves its goal
by first obfuscating fusion data through a noisification process,
thus hiding it from other fusion parties, and then exploiting the
high-frequency elimination property of consensus filter to recover
noisified data at the fusion stage.

In spite of these preliminary efforts, the security aspect of data
fusion systems is still largely unexplored especially in large scale
sensor networks with vast coverage area where it is even more
critical. Therefore, integrating security as an essential component
of data fusion systems is an interesting issue for future research.
Indeed, it is already being actively researched for the related prob-
lem of data aggregation within sensor network community
[178,179], which further signifies the importance of considering
security-related issues while developing modern decentralized fu-
sion systems.

5.2.4. Fusion evaluation
Performance evaluation aims at studying the behavior of a data

fusion system operated by various algorithms and comparing their
pros and cons based on a set of measures or metrics. The outcome
is typically a mapping of different algorithms into different real
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values or partial orders for ranking [180]. Generally speaking, the
obtained performance of a data fusion system is deemed to be
dependent on two components, namely, the quality of input data,
and the efficiency of fusion algorithm. As a result, the literarture
work on (low level) fusion evaluation can be categorized into the
following groups:

� Evaluating the quality of input data to the fusion system: the target
here is to develop approaches that enable quality assessment of
the data, which are fed to the fusion system, and calculation of
the degree of confidence in data in terms of attributes such as
reliability and credibility [181]. The most notable work in this
group are perhaps the standardization agreements (STANAG)
2022 [182] of NATO.1 STANAG adopts an alphanumeric system
of rating, which combines a measurement of the reliability of
the source of information with a measurement of the credibility
of that information, both evaluated using the existing knowledge.
STANAG recommendations are expressed using natural language
statements, which makes them quite imprecise and ambiguous.
Some researchers attempted to analyze these recommendations
and provide a formal methematical system of information evalu-
ation in compliance with the NATO recommendations [183,181].
The proposed formalism relies on the observation that three
notions underline an information evaluation system: the number
of independent sources supporting an information, their reliabil-
ity, and that the information may conflict with some available/
prior information. Accordingly, a model of evaluation is defined
and an its fusion method, which accounts for the three aforemen-
tioned notions, is formulated. More recently, the same authors
have extended their work to enable dealing with the notion of
degree of conflict, in contrast to merely conflicting or non-con-
flicting information [184]. Nonetheless, current formalism is still
not complete as there are some foreseen notions of the STANAG
recommendations, such as total ignorance about the reliability
of the information source, that are not being considered. Another
important aspect related to input information quality, which is
largely ignored, is the rate at which it is provided to the fusion
system. The information rate is a function of many factors,
including the revisit rate of the sensors, the rate at which data
sets are communicated, and also the quality of the communica-
tion link [185]. The effect of information rate is particularly
important in decentralized fusion settings where imperfect com-
munication is common.
� Assessing the performance of the fusion system: the performance

of fusion systems itself is computed and compared using a spe-
cific set of measures referred to as measures of performance
(MOP). The literature work on MOP is rather extensive and
includes a wide variety of measures. The choice of the specific
MOP(s) of interest depends on the characteristics of the fusion
system. For instance, there is more to evaluate in a multiple
sensor system than there is in a single sensor system. Further-
more, in the case of multi-target problems, the data/track asso-
ciation part of the system also needs to be evaluated along wih
the estimation part. The commonly used MOPs may be broadly
categorized into the metrics computed for each target and met-
rics computed over an ensemble of targets. Some of the MOPs
belonging to the former category are track accuracy, track
covariance consistency, track jitter, track estimate bias, track
purity, and track continuity. Example of measures in the latter
category are average number of missed targets, average number
of extra targets, average track initiation time, completeness his-
tory, and cross-platform commonality history [186,187]. There
are also other less popular measures related to the discrimina-
1 North Atlantic Treaty Organization.
tion and/or classification capability of the fusion system that
can be useful to collect in some applications. Aside from the
conventional approaches for performance measurement, there
is some notable work on development of MOPs for multi-target
fusion systems within the Finite Set theory framework
[188,189]. The key observation is that a multi-target system is
fundamentally different from a single-target system. In the for-
mer case, the system state is indeed a finite set of vectors rather
than a single vector. This is due to the appearance/disappear-
ance of targets, which leads to the number of states varying
with time. In addition, it is more natural to mathematically rep-
resent the collection of states as a finite set, as the order in
which the states are listed has no physical significance [190].
This approach is especially useful in fusion application where
the number of targets is not known and has to be inferred along
with their positions. Finally, it is worth pointing out some of the
fusion evaluation tools and testbeds that have recently become
available. The Fusion Performance Analysis (FPA) tool from Boe-
ing is a software that enables compuatation of technical perfor-
mance measures (TPM) for virtually any fusion system. It is
developed in Java (thus is platform-independent) and imple-
ments numerous TPMs in three main categories, namely, state
estimation, track quality, and discrimination [191]. Another
interesting recent development is the multisensor-multitarget
tracking testbed [192], which has been recently introduced
and is the first step towards the realization of a state-of-the-
art testbed for evaluation of large-scale distributed fusion
systems.

To the best of our knowledge, there is no standard and well-
established evaluation framework to assess the performance of
data fusion algorithms. Most of the work is being done in simula-
tion and based on sometimes idealized assumption(s), which make
it difficult to predict how the algorithm would perform in real-life
applications. A recent review of literature on data fusion perfor-
mance evaluation is presented in [193], where the challenging as-
pects of data fusion performance evaluation, in practice, are
discussed. Having analyzed over 50 of the related literature work,
it has been shown that only a very few (i.e. about 6%) of the sur-
veyed research work, treats the fusion evaluation problem from a
practical perspective. Indeed, it is demonstrated that most of the
existing work is focused on performing evaluation in simulation
or unrealistic test environments, which is substantially different
from practical cases. Some of the major challenging problems of fu-
sion evaluation in practice, which are usually ignored in the liter-
ature, are the following:

1. The ground truth is not usually known in practice, yet many of
the currently used performance measures require knowledge of
the ground truth.

2. Performance has different, possibly conflicting, dimensions that
are difficult to capture in one comprehensive and unified mea-
sure. For instance, one can argue that performance evaluation
should be multi-faceted, i.e. not only the extent of achieving
the fusion goals should be measured, but also the amount of
effort/resources spent to accomplish these goals should be
considered.

3. In order to be a fair indicator of fusion performance, the perfor-
mance measures might need to be adapted over time or accord-
ing to the given context/situation.

The first issue is the most common and serious issue, especially
within the image fusion community. One potential solution is to
develop the so-called objective performance measures, i.e. inde-
pendent from the ground truth or human subjective evaluation.
Nonetheless, there is very little work done in this regard.
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The second issue reflects the fact that it may be very difficult to
devise a unified MOP to capture all aspects of system performance
in a comprehensive manner. This is mainly due to the existence of
trade-offs between competing performance aspects. For instance,
the precision vs. recall trade-off is well-acknowledged in the fusion
community. Thus, a comprehensive MOP might become too ab-
stract and fail to properly reveal all dimensions of system perfor-
mance [194]. An alternative is to deploy a set of MOPs as needed
by the given application.

Finally, the third issue represents the importance of taking into
consideration the specific situation or context under which the
fusion system is being evaluated. This is important as the more
difficult the evaluation scenario, the more challenging it becomes
for the fusion system to maintain the desired performance level.
Based on this observation, some researchers have proposed
metrics to enable quantification of the complexity of the evalua-
tion scenario(s), which is typically referred to as context metric
[195]. A similar alternative approach is the so-called goal depen-
dent performance metrics that are capable of adjusting them-
selves to the circumstances defined by context at a certain
moment in time [193,196] incorporating mechanisms such as
self-learning [197].

Regarding the above discussions, there appears to be a serious
need for further research on development and standardizing mea-
sures of performance applicable to the practical evaluaion of data
fusion systems.
6. Conclusion

This paper presented a critical review of data fusion state of the
art methodologies. Data fusion is a multi-disciplinary research field
with a wide range of potential applications in areas such as de-
fense, robotics, automation and intelligent system design, and pat-
tern recognition. This has been and will continue to act as the
driving force behind the ever-increasing interest in research com-
munity in developing more advanced data fusion methodologies
and architectures. We introduced a new data centric taxonomy of
data fusion methodologies, and explored challenging aspects and
associated theoretical frameworks and algorithms existing in each
of the categories. Furthermore, several of the emerging areas of re-
search in the data fusion community were presented.

Based on this exposition, it is clear that research on data fusion
systems is becoming more and more common-place. There are a
number of areas in the data fusion community that will most likely
be highly active in the near future. For instance, the ever-increas-
ing demand for data fusion on extremely large scales, such as sen-
sor networks and the Web, will drive intense research on highly
scalable data fusion algorithms based on distributed architectures.
In addition, the availability and abundance of non-conventional
data in the form of human-generated reports or Web documents
will lead to the development of new and powerful fusion frame-
works capable of processing a wide variety of data forms. Such fu-
sion frameworks could potentially be realized by exploiting strong
mathematical tools for modeling imperfect data, such as random
set theory. With data fusion algorithms extending their application
from the military domain to many other fields such as robotics,
sensor networks, and image processing, the need for standard fu-
sion evaluation protocols applicable independent of the given
application domain will grow more than ever. As a result, the fu-
sion community will be driven towards development and wide-
spread adoption of such procotols in the future. This trend is also
anticipated to motivate more extensive research on topics related
to the performance of data fusion systems in practice such as fu-
sion security and belief reliability. It is our hope for this paper to
serve as a review of advances in the breadth of work on sensor data
fusion, and to provide the data fusion community with a picture of
the contemporary state of fusion research.
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